
12/11/2024

1

AI FOR BEHAVIORAL HEALTHCARE:
What is it? What’s Possible? And 
What Should We Watch Out For?

AI for behavioral healthcare:  What is it, what’s 
possible, and what should we watch out for?

Dave Atkins PhD

CEO / Lyssn
dave@lyssn.io

Affiliate Professor / Psychiatry
University of Washington

Acknowledgements and Disclosure

Research support:
AI/ML Development
R01 AA018673
R34 DA034860
K02 AA023814
R56 MH118550

Clinical technologies
R44 AA028463 
R44 DA046243 
R42 MH123215 
R42 MH128101 
R44 MH133517 
The Annie E. Casey Foundation

3

Disclosure:

I am a co-founder with equity stake in Lyssn.io, 
Inc., a start-up focused on tools to support 
training, supervision, and quality assurance of 
psychotherapy and counseling.

All opinions and content are my own and do not 
necessarily reflect views of NIH or AECF.



12/11/2024

2

Overview

● A bit about me
● Where we are headed

– What is AI?
– Where is AI useful (or might be)?
– What should we look for when 

considering AI solutions?
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AI will make everything better! 

"AI is not just about efficiency gains, it's 
about opening up new possibilities, unlocking 
human potential and solving some of 
society's biggest challenges."

Yoshua Bengio

"Artificial intelligence is extending what we 
can do with our abilities. In this way, it's 
letting us become more human."

Yann LeCun

"AI will be the most transformative 
technology of the 21st century. It will 

affect every industry and aspect of our lives."

Jensen Huang
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AI will destroy everything! 

"AI doesn't have to be evil to destroy 
humanity - if AI has a goal and humanity just 
happens in the way, it will destroy 
humanity as a matter of course without 
even thinking about it."

Elon Musk

"The development of full artificial intelligence 
could spell the end of the human race."

Stephen Hawking

“Mitigating the risk of extinction from AI 
should be a global priority alongside other 
societal-scale risks, such as pandemics and 

nuclear war.”

Open letter on dangers of AI
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What AI is not… if-then rules

● Software is often built around ‘if / 
then’ rules

● AI is fundamentally different
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AI “learns from data” (aka, machine learning)

AI Development example:  Suicide risk assessment

Answering the question:

How close is the AI to an expert 
human evaluator?

Train AI models on 183,735 
unique utterances…

Test AI models on 23,295 
utterances not included in 
development

AI workflow
● Human eval:  471 crisis calls
● AI model development

Challenges with models built from data

Example: Framingham cardiovascular risk score
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Brief clinical story

How a suicidal client… and Marsha Linehan… shaped my thinking about AI

Where is AI useful?

● Examples… what do we think?
– Fidelity coding of therapy quality (with a standardized assessment)
– Current depression diagnosis
– Future likelihood of suicidality

15

Dave’s BH rule of thumb: Where an expert (trained) human can do the 
task, and the AI has access to the same information as our expert human.
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AI example: Quality assurance and supervision

We know empathy is foundational to the helping professions
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We know how to measure provider empathy 

Moyers et al., Motivational Interviewing Treatment Integrity system manual, v3.1
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We know how to reliably identify empathic communication

19

?

Okay, so what’s the problem?  Scale

Training Hiring Treatment QA
System 

Outcomes

Fundamental question:  Can an AI/ML technology replicate expert humans?

AI predictions relative to 
human experts 

21

Atkins et al. 2014
Can et al. 2015 
Cao et al., 2019 
Pace et al. 2017 
Tanana et al. 2016 
Xiao et al. 2016; 2018
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Reliable, ethical AI can now take evaluation of 
BH services to scale
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Poor Fair Good

Provider Empathy 

For these providers, 
median engagement = 
6 weeks

For these providers, 
median engagement = 
23 weeks

Great

Imel et al. (2024). 
Outcomes in mental 
health counseling from 
conversational content 
with transformer based 
machine learning. JAMA 
OPEN 

Each dot is the average 
empathy for a provider across 
all clients

5,000 providers
176,000 clients
22M text conversations

AI example: Training

Typical online provider education emphasizes access to content
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Slides and written 
content

Watch lectures and 
role play examples 

CME quiz

Outcomes:

1. What content was 
offered

2. How many providers 
accessed content

3. Demonstration of 
knowledge via quiz
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How we train other skills
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1. Practice (lots)

3. Practice small components

2.  Feedback 
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Training where practice is the focus

Trainees get to practice with immediate and specific 
feedback on their practice

27
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Practice + skills = documented skills too…
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AI example: Documentation

Clinical notes are time-consuming and painful
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● On average, 5-10 minutes per note, or 3-
5 hours per week for typical caseload

● Common for notes to be done after hours 
or later in ‘catch up’

● More than 85% of providers feel that 
administrative burden contributes to 
provider burnout.

And… critical for clinical documentation 
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The single most active AI application in medicine
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With rise of generative AI, automated documentation 
rapidly becoming a commodity
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Client reports that she has been feeling 
down for a long time. She feels that she 
is doing well at work, but is feeling 
lonely and bored at home. She doesn't 
know what to do about it. She would 
like to change her meds and see if she 
can get back on her birth control pills. 
She is concerned that if she changes 
her medication, she will not be able to 
feel better. She also wants to see if 
there is a better way to manage her 
depression.

Lyssn genAI note

● Chief complaint
● History of present illness
● Assessment and Plan
● Medications
● PROs

Features of AI scribe solutions

Looking for an AI solution?  

What questions to ask… what things to consider
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Skepticism is warranted… it’s the wild west of AI right now

34

A few thoughts on questions and considerations

1. Step 1:  Develop an AI Governance Policy

1. Regulations
a. We do not have them in the US (yet)
b. Key principle:  Transparency

1. Basic rubric for clinical applications
a. Valid
b. Reliable
c. Unbiased

35

Thank you!  What questions can 
we discuss?

Dave Atkins, PhD
CEO / dave@lyssn.io
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